Limiting factors in atomic resolution cryo electron microscopy: No simple tricks
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Abstract

To bring cryo electron microscopy (cryoEM) of large biological complexes to atomic resolution, several factors – in both cryoEM image acquisition and 3D reconstruction – that may be neglected at low resolution become significantly limiting. Here we present thorough analyses of four limiting factors: (a) electron-beam tilt, (b) inaccurate determination of defocus values, (c) focus gradient through particles, and (d) dynamic scattering of electrons. We also propose strategies to cope with these factors: (a) the divergence and direction tilt components of electron-beam tilt could be reduced by maintaining parallel illumination and by using a coma-free alignment procedure, respectively. Moreover, the effect of all beam tilt components, including spiral tilt, could be eliminated by use of a spherical aberration corrector. (b) More accurate measurement of defocus value could be obtained by imaging areas adjacent to the target area at high electron dose and by measuring the image shift induced by tilting the electron beam. (c) Each known Fourier coefficient in the Fourier transform of a cryoEM image is the sum of two Fourier coefficients of the 3D structure, one on each of two curved ‘characteristic surfaces’ in 3D Fourier space. We describe a simple model-based iterative method that could recover these two Fourier coefficients on the two characteristic surfaces. (d) The effect of dynamic scattering could be corrected by deconvolution of a transfer function. These analyses and our proposed strategies offer useful guidance for future experimental designs targeting atomic resolution cryoEM reconstruction.
several of the most significant limiting factors at present for achieving even finer resolution in single particle cryoEM. These factors include the effects of beam tilt, inaccurate determination of defocus, defocus gradient across the depth of a specimen, and dynamic scattering.

2. Results and discussion

2.1. Electron beam tilt

2.1.1. Limitation imposed by beam tilt

To obtain high resolution reconstruction with cryoEM, the incident electron beam should be perfectly parallel to the optical axis, as any beam tilt introduces phase shift to images (Fig. 1A) (Smith et al., 1983). Beam tilt can originate from three sources in electron microscopy: the overall beam tilt relative to the optical axis (‘direction tilt’) (Fig. 1B), beam divergence by over-focus of the C2 condenser lens (‘divergence tilt’) (Fig. 1C), and the spiraling trajectory of electrons in the inhomogeneous magnetic lens (‘spiral tilt’) (Fig. 1D) (Loretto, 1984) [the latter two tilts are also known as local beam tilts since they are position-dependent (Christenson and Eades, 1988; Eyidi et al., 2006)]. Indeed, the ‘total beam tilt’ of images is the vector sum of direction tilt, divergence tilt and spiral tilt. The phase shift ($\Delta\phi$) induced by beam tilt ($b$) can be expressed as a function of spatial frequency ($s$) (Smith et al., 1983).

$$\Delta\phi = -2\pi k^2 - D)\vec{k} \cdot \vec{k}_0$$

(1)

where $\Delta\phi$ is the phase shift in radians. The variables $k$, $D$, $\vec{k}$ and $\vec{k}_0$ (see Supplementary material) are defined in (Hawkes, 1980). As discussed in detail by Henderson et al. (1986), the phase shift in equation 1 for images includes two terms (Eqs. (S1)-(S8), see detail in Supplementary material).

The first part corresponds directly to the position shift of the whole image in real space, which depends on defocus level ($\Delta f$) and the beam tilt ($\vec{b}$). In practice, boxing a particle in an image nulls this shift. The magnitude of the observable phase shift is (see Supplementary material):

$$\Delta\phi = -2\pi C_s l^2 s^3 \theta \cos \omega$$

(2)

where $\omega$ is the azimuth angle between vectors $\vec{b}$ and $\vec{s}$ (Fig. 1A). The cubic term determines the effective phase shift – independent of defocus level – due to beam tilt (Fig. 1E–G).

Since the phase shift induced by beam tilt increases dramatically with spatial frequency (Eq. (2)) (Fig. 1E–G), correcting its effect computationally or experimentally is critical for achieving even finer resolution in single particle cryoEM. Thus, for example, a beam tilt of 0.05° degrees (0.873 mrad) would introduce an unacceptable phase shift of 90.4° for structure factors at 3 Å resolution with $C_s$ equal to 2 mm, $\lambda$ equal to 0.0197 Å (as would be obtained with a 300 kV accelerating voltage), and $\omega$ equal to 0° (Eq. (1)) (Tables 1 and 2). If a phase shift of 45° are acceptable, the allowed beam tilt would be just 0.025° (0.436 mrad) for 3 Å resolution or 0.0074° (0.129 mrad) for 2 Å resolution. Therefore, to reach atomic resolution, the beam tilt must be reduced to such low values.

Eq. (2) also shows that the phase shift induced by beam tilt depends on the square of wavelength. Thus, a higher accelerating voltage (e.g., an increase from 200 kV to 300 kV) can reduce the wavelength of the electron from 0.0251 to 0.0197 Å and in turn reduce the phase shift due to beam tilt for each structure factor by 36%. However, in practice, higher accelerating voltage has one disadvantage of reducing image contrast.

2.2. Methods to overcome the effect of total beam tilt

Methods to reduce beam tilt include use of beam-deflecting coils to physically align the beam to the optical axis and use of a collimating lens to produce a parallel beam. In theory, it is also possible to compensate for the effect of beam tilt with image processing software (Henderson et al., 1986), but the efficacy of this approach is limited to some extent by the low signal-to-noise ratio (SNR) of high resolution cryoEM images. Most significantly, the effect of total beam tilt can be completely eliminated by use of a hardware device, a spherical aberration corrector (i.e., $C_s = 0$ in Eq. (2)). Each of these methods is described below.

2.1.2. Minimizing direction tilt and divergence tilt

Aligning the direction of the electron beam parallel to the optical axis is usually accomplished by adjustment of the rotation center or current center of the objective lens. However, these adjustments are only good enough for medium resolution structural studies, since the remaining direction tilt is typically more than 1 milliradian (1 mrad = 0.0573°) (Henderson et al., 1986; Zemlin, 1989; Koster and de Ruijter, 1992). The ‘coma-free alignment procedure’ provides a more accurate method of reducing direction tilt (Zemlin, 1978; Smith et al., 1983; Koster and de Ruijter, 1992). For experienced users, assisted by visual or computational comparison of power spectra – the aim being equally compromised power spectra for left and right tilts of the beam in the $x$-direction and up and down tilts of the beam in the $y$-direction – the error margin of coma-free alignment can be as little as 0.2 mrad (~0.01°), which corresponds to phase shifts of 18.1° at 3 Å and 61° at 2 Å resolution (Table 1) (Zemlin, 1979; Koster and de Ruijter, 1992). For users less experienced in the visual comparison, the residual beam tilt of this procedure could be up to 2 mrad (~0.11°), corresponding to a phase error of 238° at 3 Å resolution for a 300 kV microscope with $C_s = 2$ mm (Smith et al., 1985; Overwijk et al., 1997). Nevertheless, the coma-free alignment procedure can only minimize direction tilt.

The divergence tilt occurs when the specimen is illuminated with a conical beam instead of a parallel beam (Fig. 1C). The effects of this tilt component could be alleviated by underfocusing the beam with the C2 condenser lens, which however would sacrifice beam coherence (Christenson and Eades, 1988; Zemlin, 1992). Therefore, a better solution is to use a parallel beam in the first place, which can be achieved by addition of a collimating lens like the C3 condenser lens in the FEI Titan Krios microscope (Zhang et al., 2010c). In the absence of such C3 condenser lens, parallel beam can also be achieved. There are two lenses between the C2 condenser lens and specimen: the one just above specimen is the pre-objective lens and the another one above the pre-objective lens is mini-condenser lens. The C2 condenser lens can be carefully coupled to the mini-condenser lens and the pre-objective lens to generate a parallel beam on specimen.

2.1.3. Compensating spiral tilt effect by image processing

Spiral tilt originates from the spiral trajectory of electrons in the magnetic field of the pre-objective lens. The spiral tilt angle of the electron beam with respect to optical axis depends on both the strength of the magnetic field of the pre-objective lens and the distance of individual electrons to the optical axis (Eyidi et al., 2006). For example, the spiral tilt angle is about 0.033°/μm for the Tecnai TF20 TEM (Eyidi et al., 2006), resulting in a phase shift of ~64° at 3 Å resolution or 200° at 2 Å resolution for particles that are 1 μm from the optical axis, about the distance for electrons near the edge of typical micrographs. Although the effect becomes significant only at atomic resolution (e.g., better than 3 Å), spiral tilt cannot be corrected either by instrument alignment or by use of a parallel beam.

Instead, image processing may correct the effect of the total beam tilt vector $b$, specifically its magnitude ($b$) and its direction angle ($\theta$) (Fig. 1A). However, since particles at different positions have distinctive spiral and divergence tilts (Eq. (S4)) – though...
the same direction tilt – beam tilt needs to be determined individually for each particle image (Henderson et al., 1986; Wang et al., 1988). In two-dimensional (2D) crystallography, residual beam tilt results in unreliable phase information for structure factors better than 5.5 Å resolution, but correction for the effect of beam tilt recovers the phase information to 3.5 Å resolution (Henderson et al., 1986). However, for single particle cryoEM, accuracy in determining the beam tilt vector is limited by the poor SNR at high resolutions (e.g., 3 Å and better) in cryoEM images, and the effectiveness of the proposed method awaits experimental test.

Fig. 1. Three components of beam tilt and their related phase errors. (A) A diagram illustrating how the deteriorative effects of beam tilt are generated. Above the objective lens, the electron beam and the specimen are in real space; at the back-focal plane of the objective lens, the diagram represents the electron diffraction pattern (in Fourier space) at the X–Y plane. $\mathbf{s}$ is a vector that represents a spatial frequency in Fourier space, and $T(\mathbf{s})$ represents the aberration transfer function of the objective lens. The effect of beam tilt in the Fourier space is to offset the Fourier origin. The vector $(\mathbf{s} - \mathbf{b})$ represents the offset of the Fourier origin and has tilt magnitude $\theta$ off the optical axis and tilt direction angle $\beta$ in the X–Y (Fourier) plane. $F(\mathbf{s} - \mathbf{b})$ is a Fourier coefficient after consideration of the beam tilt offset and $F(\mathbf{s} - \mathbf{b}) \cdot T(\mathbf{s})$ is thus the wavefront modulated by the aberration transfer function. (B–D) Diagrams illustrating the three components of beam tilt in an electron microscope. (B) Direction tilt is tilt of the beam relative to the optical axis of the microscope. (C) Divergence tilt is due to a conically shaped electron beam. (D) Spiral tilt is due to the spiral pathway of an electron in a magnetic field. (E) Phase shift as a function of the total beam tilt for different targeted resolutions from 2 to 4 Å ($\theta = 0^\circ$, $C_s = 2$ mm, accelerating voltage = 300 kV). (F–G) Phase shift as a function of spatial frequency (corresponding to resolutions from 2 to 4 Å) for several tilt angles ($\theta = 0^\circ$, $C_s = 2$ mm), accelerating voltage = 200 kV (F) or 300 kV (G).
could be visualized in the Fourier transform of the image as circular rings. With astigmatism, CTF rings take the form of ellipses, and variation in the defocus values can be described using three parameters: defocus 1 ($\Delta_f$), defocus 2 ($\Delta_f'$) and the angle ($\beta$) between the long axis of the ellipse and X axis. Therefore, accurate determination of astigmatism is also essential.

For two reasons, an accurate determination of these values is difficult. First, since the defocus and astigmatism values of images are usually determined by fitting theoretical CTF curves into the power spectrum of cryoEM images, the accuracy of both derived defocus and astigmatism values is inherently compromised by the poor SNR of cryoEM images (Zhou et al., 1996; Mindell and Grigorieff, 2003). Second, since the thickness of embedding ice is usually greater than the diameter of particles, particles in an image may be located at different heights in the ice, leading to defocus variation among different particles. For example, the diameter of a double-layer rotavirus particle is 710 Å, and ice thickness varies between 700 and 1200 Å within a single high resolution image of rotavirus, which could result in ~300 Å focus variation among separate rotavirus particles in the ice (Zhang et al., 2008).

By assume the acceptable shift (\(\Delta \chi\) (Eq. (510))) of the wave aberration function is \(\sigma/2\), that is, \(\Delta \chi = \sigma/2\), the allowable defocus variation \(\varepsilon_{\text{max}}\) is given by Eq. (5) (Eqs. (59)–(512), see detailed deduction in Supplementary material).

\[
\pi \varepsilon_{\text{max}}^2 s^2 \leq \pi \Rightarrow \varepsilon_{\text{max}} = \frac{d^2}{2s}
\]  

Beyond this spatial frequency, more than half of the structure factors would have their phases changed 180° degrees due to the erroneously changed sign of the CTF (Fig. 2B–C, Table 3).

Correspondingly, for a certain defocus variation \(\varepsilon\), the resolution limit \(d_{\text{max}} (=1/s)\) would be determined by Eq. (6).

\[
d_{\text{max}} = \sqrt{2sD}
\]  

According to Eqs. (5) and (6), the limiting effect of defocus variation is independent of both specimen size and defocus value (\(\Delta \chi\)). For example, a defocus variation of 500 Å would produce the same deleterious effect for different specimen sizes (e.g., diameters of 150 vs. 1500 Å) or at different defocus values (e.g., ~5000 vs. ~30,000 Å). Eq. (6) also shows that improvement in \(d_{\text{max}}\) follows the square root of electron wavelength \(\lambda\) (Table 3), so increasing the microscope’s accelerating voltage has limited benefit on the tolerance of defocus variation \(\varepsilon\). For example, at 3 Å resolution, the acceptable defocus variation is only slightly changed – from 179 to 228 Å – when the accelerating voltage increases from 200 to 300 kV. Compare these values with the 500 Å described at the beginning of this section.

Astigmatism creates variation in defocus values as a function of direction (azimuth angle), and this effect is corrected implicitly by an accurate determination of two defocus 1 ($\Delta_f$), defocus 2 ($\Delta_f'$) values and the angle ($\beta$) that describe an elliptical CTF.

### 3.2. Solutions to improve accuracy of the defocus determination

One way to improve accuracy in defocus and astigmatism determination would be to measure these values at four surrounding areas and to exclude images at tilted areas of the grid. We could do so with a high SNR by use of a high dose of electrons in areas adjacent to the hole. As demonstrated in Fig. 2D, first we would image the intended area 1 in the hole at low dose (e.g., ~200 Å). Then, we would image amorphous carbon in adjacent areas 2–5 with a higher dose (e.g., 2000 Å) to measure the defocus values. The method has the side benefit that it could provide the average defocus value of single particles in the hole. However, while this

---

### Table 2

<table>
<thead>
<tr>
<th>Res. (Å)</th>
<th>100 kV</th>
<th>200 kV</th>
<th>300 kV</th>
<th>400 kV</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0</td>
<td>0.002</td>
<td>0.005</td>
<td>0.007</td>
<td>0.011</td>
</tr>
<tr>
<td>3.0</td>
<td>0.007</td>
<td>0.016</td>
<td>0.025</td>
<td>0.036</td>
</tr>
<tr>
<td>4.0</td>
<td>0.016</td>
<td>0.036</td>
<td>0.060</td>
<td>0.085</td>
</tr>
<tr>
<td>7.0</td>
<td>0.090</td>
<td>0.195</td>
<td>0.316</td>
<td>0.457</td>
</tr>
</tbody>
</table>

- $C_s = 2.0$ mm and $\omega = 0$ in Eq. (2).

---

### 2.1.4. A spherical aberration corrector can be used to eliminate the effect of total beam tilt

The original purpose of a device to reduce the spherical aberration coefficient ($C_s$) was to improve the theoretical point resolution of electron microscopes (Zach and Haider, 1995). Designed many years later, a $C_s$ corrector device has been used to achieve sub-

---

### Table 1

<table>
<thead>
<tr>
<th>Res. (Å)</th>
<th>100 kV</th>
<th>200 kV</th>
<th>300 kV</th>
<th>400 kV</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0</td>
<td>1075</td>
<td>494</td>
<td>305</td>
<td>211</td>
</tr>
<tr>
<td>3.0</td>
<td>319</td>
<td>146</td>
<td>90.4</td>
<td>62.5</td>
</tr>
<tr>
<td>4.0</td>
<td>134</td>
<td>61.8</td>
<td>38.1</td>
<td>26.4</td>
</tr>
<tr>
<td>7.0</td>
<td>25.1</td>
<td>11.5</td>
<td>7.1</td>
<td>4.9</td>
</tr>
</tbody>
</table>

- $C_s = 2.0$ mm and $\omega = 0$ in Eq. (2).

---

### 3. Accuracy of defocus value determination

#### 3.1. Limitation imposed by variation of defocus values

Under-focusing the objective lens is currently the only success-

---

### 4. Astigmatism

Astigmatism generates variation in defocus values as a function of direction (azimuth angle). With no astigmatism, defocus values would be the same in all directions, and CTF
method could determine the average defocus value, it could not re-
solve defocus variation among particles due to their different
heights in ice. The overall effectiveness of the proposed method
needs to be determined numerically and experimentally since
the centers of ice plane and carbon film may not be the same,
and particles may have different height in ice.

To determine the height – and thus the different defocus values
– for each particle in ice, we propose to measure the shift of each
particle in the image induced by tilting the beam (Koster et al.,
1987). The shift, given by the first term in Eq. (57), is linear with
height. Since the method would be sensitive to low
resolution structural features that possess good SNR, the accuracy
of this method would be better than 50 Å (Koster et al.,
1987).

Fig. 2. Effects of incorrectly determined defocus values and a method to improve the determination of defocus value. (A) Relationship between variation in defocus value and achieveable resolution (d) for different accelerating voltages (thus different wavelengths ( of the electron). The four horizontal lines indicate the maximum allowable defocus
variation (e.g., εm = 122–274 Å) to obtain a 3-Å resolution structure at different accelerating voltages (100, 200, 300 and 400 kV). (B) CTF curves at underfocus values of 8000
and 7800 Å. With an average defocus of 8000 Å and an individual particle at 7800, the error of just 200 Å in defocus value estimation – the underfocus difference between the
two curves – would lead to a transition at 1/3 Å⁻¹. Beyond this spatial frequency, more than half of the structure factors would have their phases changed 180° degrees due to
the changed sign of the CTF (i.e., a resolution limit of 3 Å). (C) CTF curves at underfocus values of 8000 Å and 7600 Å, showing a transition at 1/4 Å⁻¹ (i.e., a resolution limit of
4 Å). (D) New method to improve accuracy of defocus determination. Area 1 is the target area to be imaged under low dose condition; areas 2–5 are carbon regions
surrounding area 1 to be imaged with higher dose for defocus determination.

Table 3
Resolution Limit imposed by inaccuracy of defocus determination.

<table>
<thead>
<tr>
<th>Res. (Å)</th>
<th>100 kV</th>
<th>200 kV</th>
<th>300 kV</th>
<th>400 kV</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.0</td>
<td>54 Å</td>
<td>80 Å</td>
<td>102 Å</td>
<td>122 Å</td>
</tr>
<tr>
<td>3.0</td>
<td>122 Å</td>
<td>179 Å</td>
<td>228 Å</td>
<td>274 Å</td>
</tr>
<tr>
<td>4.0</td>
<td>216 Å</td>
<td>319 Å</td>
<td>406 Å</td>
<td>488 Å</td>
</tr>
<tr>
<td>7.0</td>
<td>692 Å</td>
<td>976 Å</td>
<td>1244 Å</td>
<td>1494 Å</td>
</tr>
</tbody>
</table>

Ideally, height variation could be eliminated prior to freezing
particles in vitrified ice. Accordingly – though not for atomic reso-
lution – we have floated a thin (∼50 Å), flat, carbon, support film
evaporated onto mica onto the holey grid, modified to be hydro-
philic by glow discharge to encourage all particles to attach to
the support film and achieve a uniform defocus level (Zhang
et al., 2010b). Of course, the stage of the electron microscope must
be adjusted so that the grid is perpendicular to the optical axis. The
support film also minimizes ice thickness (which improves image
quality), improves accuracy of defocus determination, and reduces
the concentration of the sample that is needed. The use of an elec-
trically conductive supporting film like carbon would offer addi-
tional advantages: reducing charge on the sample and reducing
specimen movement due to charging (Rhinow and Kuhlbrandt,
2008). However, the use of a supporting film might have disadvan-
tages, such as potentially unfavorable interactions with the speci-
cmen and the background noise provided by the electrons
contained in the underlying 50-Å thickness of carbon – though less
than the electrons contained in a 250-Å thickness of ice. Therefore,
verifications are indispensible for actual effect of this proposed
method.

Astigmatism can be measured by finding the best-fitting ellipti-
cal theoretical, 2D CTF pattern to the power spectrum of the image.
Given its measurement, astigmatism can be corrected using the stigmator coil associated with the objective lens before data collection. Then, if additional measurements detected residual astigmatism in the recorded image, computational methods could correct the image by deconvolving the Fourier transform of an elliptical CTF defined by defocus values \( \Delta f_1, \Delta f_2 \) and the azimuth angle \( \beta \).

4. Consequences due to a gradient in focus across different heights within the particle

4.1. Resolution limited by focus gradient

Most 3D reconstruction methods are based on the Central Projection Theorem, which states that the Fourier transform of a 2D projection image is equivalent to the central section of the 3D Fourier transform of the particle being imaged, as illustrated by the plane in Fig. 3A (Crowther, 1971). The Central Projection Theorem is based on the assumption that there is no change in the focus values from the top of a particle to the bottom. The assumption is valid only for small or thin particles. For large particles, the effect of a large gradient in focus values from slice to slice is to add different phase shifts to the electron wavefronts emerging from different slices of the particle. Failure to take this effect into consideration in current software packages based on the Central Projection Theorem thus creates a resolution barrier for the single particle cryoEM (DeRosier, 2000; Wan et al., 2004).

Under the principle of Fresnel propagation of electron wavefront (Eq. (3.16) in Spence, 1988), after propagating for a certain distance "z", the phase shift of the electron wavefront will be:

\[
\Delta \phi = \pi dz^2
\]

(7)

Therefore, the phase shift of the electron wavefront from the top to the bottom of a particle with diameter \( D \) is:

\[
\Delta \phi = \pi Dz^2
\]

(8)

Assuming that the tolerable phase shift of the electron wavefront due to its Fresnel propagation across the particle is \( \pi \), the resolution limit without correction of the focus gradient is (Spence, 1988):

\[
\Delta \phi = \pi Dz^2 \leq \pi
\]

(9)

If \( d \) denotes the resolution,

\[
d = \frac{1}{5} \geq \sqrt{\frac{\Delta z}{\lambda}} \quad \text{and} \quad D \leq \frac{d^2}{\lambda}
\]

(10)

DeRosier derived a different empirical equation that was equivalent to assuming the tolerable phase shift of the electron wave due to its Fresnel propagation across a particle to be \( 1.4\pi \) instead of \( \pi \) above (DeRosier, 2000). In that case, the resolution limit would become

\[
d \geq \sqrt{0.714d_j^2} \quad \text{and} \quad D \leq 1.4 \frac{d^2}{\lambda}
\]

(11)

Based on Eqs. (10) and (11), the particle size allowed by existing implementations is a function of target resolution. If there were no correction for focus gradient, the higher the desired resolution, the smaller the particle we should use. For example, according to Eq. (11), to reach 3 Å or 2 Å resolution using a 300 kV microscope, the acceptable diameter of particles would be 640 Å or 284 Å, respectively (Table 4). For comparison, the diameters D of herpesvirus and aquareovirus particles are 1350 Å and 850 Å, respectively. Conversely, a certain particle size would define the achievable resolution. For these two viruses, the best achievable resolutions would be 4.4 Å and 3.5 Å, respectively. Therefore, in order to break the resolution limit imposed by application of the Central Projection Theorem (Eqs. (10) and (11)) to large particles, we must correct for the focus gradient.

4.2. The Ewald sphere and characteristic surfaces theorem

When considering the focus gradient, the particle \( \phi(x, y, z) \) can be regarded as a composite of multiple thin slices in real space, each slice at its own focus level. Each slice independently forms its own image, \( \phi_s(x, y) \), and the final projection image \( \phi_{obs}(x, y) \) of the particle is the integral of all of these images. That is:

\[
\phi_{obs}(x, y) = \int \phi_s(x, y)dz
\]

(12)

For small particle, all of the slices can be approximated as being at the same height \( z \), and we can use the Central Projection Theorem (Crowther, 1971). However, for a large particle, the focus gradient cannot be neglected, and the Central Projection Theorem becomes invalid. In this case, the projection image \( \phi_{obs}(x, y) \) of the particle is the integral of the images of all the particle slices \( \phi_s(x, y) \) (Eq. (12)), but the Fourier transform of the image of each slice at height (lower case) \( z \) is modified by a different CTF, each with its own defocus value \( \Delta f + z \) (Wan et al., 2004), where \( \Delta f \) is defocus value the center of the particle. Using Fourier transform and convolution theorem, the Fourier transform of a recorded image can be decomposed as the following (see detailed derivation from Eqs. (S14)–(S27) in the Supplementary material):

\[
F_{obs}(X, Y, 0) = -\frac{1}{2} \left( e^{i\pi s - 0.5s^2} F(X, Y, a_1) + e^{-i\pi s - 0.5s^2} F(X, Y, -a_1) \right)
\]

(13)

where spatial frequency \( s = \sqrt{x^2 + y^2 + z^2} \) (see Fig. 3A), and \( a_1 = \frac{\Delta f}{s} \).

According to Eq. (13), each observed Fourier coefficient \( F_{obs}(X, Y, 0) \) is composed of a mixture of two unknown structure factors \( F \), \( F_{0} \equiv F(X, Y, a_1) \) and \( F_{-a} \equiv F(X, Y, -a_1) \), located in the Fourier space at positions \( (X, Y, a_1) \) and \( (X, Y, -a_1) \), respectively. These two points correspond to mirror points located, on the spheres of the same radius \( 1/\lambda \), centered, respectively, at \( (0, 0, 1/\lambda) \) and \( (0, 0, -1/\lambda) \), as illustrated by the spherical surfaces in Fig. 3A. These two spheres are termed “characteristic surfaces” (Wan et al., 2004). In analogy to the Central Projection Theorem, we refer to Eq. (13) as Characteristic Surfaces Theorem, which states that a Fourier coefficient of the recorded image is the sum of two Fourier coefficients, one on each characteristic surface. The upper characteristic surface corresponds to the Ewald sphere. Eq. (13) is the same as the formula derived by DeRosier (Eq. (9) in DeRosier, 2000). Therefore, these two computational formulations for overcoming the breakdown of the Central Projection Theorem are equivalent. Eq. (13) indicates that the observed information \( F_{obs} \) is a mixture of two structure factors \( F_0 \) and \( F_1 \) that need to be recovered.

4.3. Recovering structure factors \( F_0 \) and \( F_1 \) from cryoEM images and placing them onto the curved characteristic surfaces

The above concepts of focus gradient and the characteristic surfaces theorem provide the basis for understanding how to implement strategies to recover structural information in real space or Fourier space.

The real-space method, proposed by Jensen and Kornberg (2000), is based on back-projection to correct the effect of focus gradient. To generate multiple z-slices of a particle, the recorded 2D image of each particle is de-convolved by a series of CTFs, each with defocus offset equal to the z distance of the slice from the central plane of the particle. Then, the density at each point in each slice is recovered by averaging the density value at that point from many particles. For this reason, this method has the disadvantage of being very slow.
Alternatively, data retrieval for 3D reconstruction can be implemented in Fourier space. Two slightly different strategies have been implemented, one by Wolf et al. (2006) and another by Leong et al. (2010). The first strategy uses a 3D reference (i.e., a prior reconstruction) to estimate and eliminate errors in recorded images (Wolf et al., 2006). In this strategy, as a constraint, it is assumed that a recorded structure factor $F_{\text{obs}}$ is the simple vector sum of two actual structure factors $F^R$ and $F^L$ located symmetrically on the Ewald sphere, as shown in the upper surface in Fig. 3A (this assumption may be compared with Eq. (S28)). Then, with this assumption as a constraint, a 3D reference is used to estimate both amplitude and phase of the actual structure factors $F^R$ and $F^L$ (Wolf et al., 2006). In the second strategy, an iterative procedure is used to recover structure factors (Leong et al., 2010). In this procedure, an intermediate, unrefined 3D model is used to estimate the difference between the Fourier coefficients obtained from an image and that calculated from this model. Then, differences are added back as correcting factors to obtain more accurate Fourier coefficients.

Table 4
Resolution limit imposed by focus gradient across specimen depth.

<table>
<thead>
<tr>
<th>Dia. (Å)</th>
<th>100 kV</th>
<th>200 kV</th>
<th>300 kV</th>
<th>400 kV</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>3.33 Å</td>
<td>2.74 Å</td>
<td>2.43 Å</td>
<td>2.22 Å</td>
</tr>
<tr>
<td>600</td>
<td>4.71 Å</td>
<td>3.88 Å</td>
<td>3.44 Å</td>
<td>3.14 Å</td>
</tr>
<tr>
<td>900</td>
<td>5.77 Å</td>
<td>4.75 Å</td>
<td>4.21 Å</td>
<td>3.84 Å</td>
</tr>
<tr>
<td>1300</td>
<td>6.94 Å</td>
<td>5.71 Å</td>
<td>5.06 Å</td>
<td>4.61 Å</td>
</tr>
</tbody>
</table>

Limitation based on formula by Spence (1988).

Alternatively, data retrieval for 3D reconstruction can be implemented in Fourier space. Two slightly different strategies have been implemented, one by Wolf et al. (2006) and another by Leong et al. (2010). The first strategy uses a 3D reference (i.e., a prior reconstruction) to estimate and eliminate errors in recorded images (Wolf et al., 2006). In this strategy, as a constraint, it is assumed that a recorded structure factor $F_{\text{obs}}$ is the simple vector sum of two actual structure factors $F^R$ and $F^L$ located symmetrically on the Ewald sphere, as shown in the upper surface in Fig. 3A (this assumption may be compared with Eq. (S28)). Then, with this assumption as a constraint, a 3D reference is used to estimate both amplitude and phase of the actual structure factors $F^R$ and $F^L$ (Wolf et al., 2006). In the second strategy, an iterative procedure is used to recover structure factors (Leong et al., 2010). In this procedure, an intermediate, unrefined 3D model is used to estimate the difference between the Fourier coefficients obtained from an image and that calculated from this model. Then, differences are added back as correcting factors to obtain more accurate Fourier coefficients.
which lead to an improved reconstruction (Leong et al., 2010). Both
of these approaches are iterative, numerical methods, and neither
has demonstrated improvement of resolution of reconstruction
when applied to experimental data.

Here, based on the Characteristic Surfaces Theorem, we obtain
an analytic solution to correct the effect of focus gradient along
the z-axis of the particle. The hidden structure factors \( F(X, Y, a_r) \)
and \( F(X, Y, -a_r) \) and the observed structure factor \( F_{obs}(X, Y) \) (Eq.
(13)) can be represented as real and imaginary parts. For example:
\[
F(X, Y, a_r) = R(X, Y, a_r) + iI(X, Y, a_r)
\]
\[
F_{obs}(X, Y) = R_{obs}(X, Y) + iI_{obs}(X, Y)
\]
Expanding the right side of Eq. (13), defining \( R_0 \equiv R(X, Y, a_r) \)
and \( R_{-a} \equiv R(X, Y, -a_r) \) as the real components, and \( I_0 \equiv I(X, Y, a_r) \)
and \( I_{-a} \equiv I(X, Y, -a_r) \) as the imaginary components of structure factors
\( F(X, Y, a_r) \) and \( F(X, Y, -a_r) \):
\[
2R_{obs}(X, Y) = (R_0 + R_{-a}) \sin \chi + (I_0 - I_{-a}) \cos \chi
\]
\[
= (2 + \delta_1)R_0 \sin \chi - \delta I_0 \cos \chi
\]
\[
2I_{obs}(X, Y) = (I_0 + I_{-a}) \sin \chi + (R_{-a} - R_0) \cos \chi
\]
\[
= (2 + \delta_1)I_0 \sin \chi + \delta R_0 \cos \chi
\]
where \( \delta_1 = (R_{-a}/R_0 - 1) \) and \( \delta = (I_{-a}/I_0 - 1) \).

The structure factors are continuous functions. For this reason,
when two points in reciprocal space are close to one another, as
is the case for the upper and lower points \( (X, Y, a_r) \) and \( (X, Y, -a_r) \)
at low resolution, the two characteristic surfaces merge into a sin-
gle horizontal plane (Fig. 3A, the top right inset). Therefore,
\( R_{-a} \approx R_0 \) and \( I_{-a} \approx I_0 \), making both \( \delta_1 \) and \( \delta_0 \) near zero. There-
fore, at low resolution (i.e., from 20 to 4 Å) the conventional cen-
tral-section approximation is valid, and the focus gradient may
be ignored, for example, for particles with diameter of 1000 Å (at
~4 Å resolution) or thicker (at resolution worse than 4 Å) (Eq.
(11)).

The characteristic surfaces curve away from each other when
the resolution is high (<4 Å), as shown for large X, Y, Z values in reci-
ciprocal space (Fig. 3A and right lower inset of Fig. 3A), where \( s \)
is large (upper left inset of Fig. 3A). In that case, \( \delta_1 \) and \( \delta_0 \) are non-
negligible for large particles (Eq. (S21)) like herpesvirus
(diameter = 1350 Å).

To recover the hidden structure factors \( F(X, Y, a_r) \) (similarly for
\( F(X, Y, -a_r) \)) (Eq. (13)) from a recorded image, we solve for the real
and imaginary components \( R_0 \) and \( I_0 \) as follows:
\[
R_0 = \frac{R_{obs}(2 + \delta_1) \sin \chi + \delta I_{obs} \cos \chi}{(2 + \delta_1) \sin^2 \chi + 0.5 \delta_1 \delta_0}
\]
\[
I_0 = \frac{I_{obs}(2 + \delta_1) \sin \chi - \delta R_{obs} \cos \chi}{(2 + \delta_1) \sin^2 \chi + 0.5 \delta_1 \delta_0}
\]
where \( R_{obs} \) and \( I_{obs} \) can be calculated from the Fourier trans-
form of the image. The two unknown coefficients \( \delta_1 \) and \( \delta_0 \) may be approx-
imated using a reference reconstruction (i.e., \( \delta_1 = (R_{ref}/R_{0ref} - 1); \)
\( \delta_0 = (I_{ref}/I_{0ref} - 1) \), and the recovered structure factor \( F(X, Y, a_r) \)
could be used to calculate a new reconstruction. Improvement
could be monitored by checking the Fourier-shell cross-correlation
coefficient plot and by evaluating density features. This process
could be iterated until no further improvement of resolution were
obtained. In the special case in which an atomic model of a particle
has been built, \( \delta_1 \) and \( \delta_0 \) could be calculated more readily and accu-
rately starting from the atomic model. This proposed method could
be used to further improve the resolution of 3D reconstructions of
aquacovirus, adenovirus and bovine papillomavirus, since their
atomic models have already been built from 3D reconstruction
without correcting for the effect of focus gradient (Liu et al.,
2010; Wolf et al., 2010; Zhang et al., 2010c).

5. Dynamic scattering

5.1. Effects of dynamic scattering

Electrons are scattered much more strongly than X-ray photons
by specimens, making it possible to collect structural information
for a single biological complex as small as 38 kDa by cryoEM
(Hen-
derson, 1995). However, the stronger scattering of electrons also
makes the dynamic (multiple) scattering effects of electrons much
more severe than that of X-ray photons. Because biological spec-
imens are primarily composed of light elements and are thus weak
phase objects, neglect of the effects of dynamic scattering is likely
to be valid when the specimen is thin and at low resolution (Glaes-
er and Downing, 1993). With an increase in specimen thickness and
accompanying increase in scattering, and with improvements in
targeted resolution, the effect of dynamic scattering becomes
significant, making compensation for the effects of dynamic scat-
tering necessary (Glaeser and Ceska, 1989; Grigorieff and Hender-
son, 1996). By this criterion the particle sizes for most viruses are
significantly thick, and the effect of dynamic scattering cannot be
ignored at atomic resolution. We therefore analyze and propose a
method to correct the effects of dynamic scattering in cryoEM
based on a more accurate dynamical analysis method derived by
Yang et al., which has been demonstrated to be consistent with the
results of the multi-slice method (Yang et al., 2001).

5.2. Phase flip by dynamic scattering

Based on Eq. (6) in Yang et al. (2001) paper, with \( F(X, Y) \) as the
structure factor of the image without the effects of dynamic scat-
tering, we obtain the effect of dynamic scattering as the following
(Eqs. (S29)–(S35) see detail in Supplementary material):
\[
\xi(\psi(x, y)) = \delta(X, Y) + 2 \frac{\sin(0.5 \pi s^2 D)}{0.5 \pi s^2} F(X, Y) \sin(0.5 \pi C s^2) \phi^2
\]
\[
+ (\Delta - 0.5 \pi) \pi \phi^2
\]
where \( D \) is the diameter of the particle and \( s \) a spatial frequency.
According to Eq. (20), the structure factor of a recorded image is
modified not only by CTF, but also by a dynamical transfer function
(DTF):
\[
\text{DTF} = \frac{\sin(0.5 \pi s^2 D)}{0.5 \pi s^2} = iD \sin(c(0.5 \pi s^2 D))
\]
For each \( s \), the DTF thus depends only on the diameter \( D \) of the
particle. Starting with the recorded image \( \psi(x, y) \), the CTF obtained
as above (Eqs. (3) and (4)), and the DTF as computed in Eq. (21),
we can obtain the corrected \( F(X, Y) \) from Eq. (20). Equivalently, one
could deconvolve the Fourier transform of the DTF in Eq. (21) in
real space.

5.3. Correction for the effects of dynamic scattering by flipping phase

Similar to the CTF, the DTF flips phases of a structure factor
when its value is negative; thus, images must be corrected for the
DTF in order to correctly retrieve structural information. As
apparent in Eq. (21), DTF is a function of specimen diameter \( D \)
and electron wavelength \( \lambda \). (For this reason thinner specimens
and higher accelerating voltage (i.e., smaller \( \lambda \)) can alleviate the
effects of dynamic scattering.) Without correcting for DTF, the reso-
nolution limit imposed by dynamic scattering is the lowest spatial
frequency \( s \) at which phase flip occurs, that is, when

\[ s = \frac{\lambda}{2D} \]
\[
\sin(0.5\pi s^2 D) < 0 \Rightarrow 0.5\pi s^2 D > s^{-1} < \sqrt{0.5/D} \Rightarrow d_m = \sqrt{0.5/D}
\]

where \(d_m\) denotes the resolution limit in the absence of DTF correction. \(d_m\) is proportional to the square root of particle diameter \(D\). For example, the first phase flip due to DTF occurs at resolutions of 2.66 Å for the double-layer rotavirus (diameter \(D = 710\) Å), 2.9 Å for reovirus (\(D = 850\) Å), and 3.65 Å for herpesvirus (\(D = 1350\) Å).

However, as 2D crystal samples are generally thinner than large viruses, one can achieve better resolution for such samples without correcting for the effects of DTF. For example, the thickness of aquaporin-0 crystals is \(\sim 160\) Å, leading to a resolution limit of 1.26 Å when the DTF effect is not corrected (Eq. (22)). Indeed, the resolution of the aquaporin-0 3D structure has reached 1.9 Å without correction for DTF (Gonen et al., 2005). For thick specimens at atomic resolution, the effects of dynamic scattering would need to be corrected by deconvolving the DTF (Fig. 4C–D). Nevertheless, atomic reconstruction of a large complex such as herpesvirus would be an ideal specimen to validate the concept of DTF (Eq. (21)).
It is worth noting that, according to Eq. (20), dynamic scattering also results in an effective focus change of 0.5μm, where D denotes the diameter of the particle. This focus change adds to the focus level set by the objective lens (Eq. (20)). If images are used to determine the defocus level, this defocus change would have been included in the defocus value so determined. However, if the defocus level was set based on the image shift induced by beam tilt during image acquisition, this additional 0.5μm defocus change would not have been taken into account by the pre-set defocus value, so it should be included in the CTF correction for reconstruction at atomic resolution.

6. Conclusions

Single particle cryo electron microscopy is entering an exciting era of atomic resolution. Here, we have described the cumulative effects of several obstacles to reaching atomic resolution: beam tilt, inaccuracy of defocus value determination, the defocus gradient along the depth of the particle, and dynamic scattering (Tables 1–6). Resolution limits due to beam tilt and inaccuracy of the determination of defocus value are independent of sample thickness (Eqs. (2) and (5)). Resolution limits due to focus gradient through particles and due to dynamic scattering are dependent on specimen thickness, and become more severe for thick specimens (Eqs. (10), (11), and (21)).

Our proposed methods to overcome these limitations include:
1. (a) a better instrument with a Cs corrector or a better instrument alignment to minimize phase errors caused by beam tilt; (b) three methods to improve accuracy in the determination of defocus value; (c) a new iterative method to recover hidden structure factors in the face of the defocus gradient; and (d) undoing flipping to correct for the effect of dynamic scattering.

We note that the effects of dynamic scattering could be determined and corrected independently from the other limiting factors, as this effect depends only on particle size. By contrast, the effects of defocus variation, beam tilt and focus gradient are coupled because these factors alter the phases of structure factors, and the residual error of the one factor affects the determination and correction of the other factors (Krakow et al., 1976; DeRosier, 2000).

Nonetheless, it is possible to eliminate one or another of the three factors. For example, the effect of focus gradient by itself can be ignored for small particles, and beam tilt by itself could be eliminated by use of a spherical aberration corrector.
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