Determination of the ribosome structure to a resolution of 2.5 Å by single-particle cryo-EM
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Abstract: With the advance of new instruments and algorithms, and the accumulation of experience over decades, single-particle cryo-EM has become a pivotal part of structural biology. Recently, we determined the structure of a eukaryotic ribosome at 2.5 Å for the large subunit. The ribosome was derived from Trypanosoma cruzi, the protozoan pathogen of Chagas disease. The high-resolution density map allowed us to discern a large number of unprecedented details including rRNA modifications, water molecules, and ions such as Mg2+ and Zn2+. In this paper, we focus on the procedures for data collection, image processing, and modeling, with particular emphasis on factors that contributed to the attainment of high resolution. The methods described here are readily applicable to other macromolecules for high-resolution reconstruction by single-particle cryo-EM.
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Introduction
In the past three years, single-particle cryo-EM, a technique developed in the last three decades, has revolutionized structural biology and has gained popularity in academic and, increasingly, industrial research. The revolution is manifested in three aspects: the high resolution, comparable with that obtained in X-ray crystallography; the capacity to determine multiple structures co-existing in the same sample; and the proven capability of solving small membrane proteins and large supra-macromolecular complexes, which are both difficult to solve by X-ray crystallography.

With traditional recording devices, the best resolution for asymmetric molecules such as ribosomes was not better than 5 Å.1,2 It has now moved into the range of 2–3 Å, permitting de novo atomic modeling.3–6
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Improvements in the data quality of cryo-EM have been provided primarily by advances in instrumentation. First of all, the direct electron detector device (DDD) dramatically improves the Detection Quantum Efficiency (DQE) and allows fractionating the electron dose of each micrograph. In this way, radiation damage can be reduced a posteriori by selecting a subset of frames, and the beam-induced movement of the sample can be compensated by correcting the displacements among the frames. In addition to the introduction of direct electron detectors, spherical aberration (Cs) correction, energy filtration and the addition of a phase plate are all measures that have the potential to improve image quality and resolution.

The ribosome has served as a benchmark sample for decades in the development of single-particle cryo-EM. Sub-3 Å resolution of ribosomes, in the range of 2.5–2.9 Å, has now been achieved by four groups. Our own 2.5 Å cryo-EM reconstruction is of the ribosome extracted from Trypanosoma cruzi, a protozoan pathogen causing Chagas disease in humans. This ribosome, as those from other trypanosomatids, possesses a 28S rRNA composed of six fragments. The high-resolution structure not only reveals the precise interactions stabilizing the RNA but also provides insights that may allow the design of safe trypanosome-specific drugs. Our work makes judicious use of recent advances in cryo-EM methodology including instrumentation, image acquisition, and image processing algorithms, modeling tools and computing resources. Achievement of the highest resolution, beyond 3 Å, requires bottlenecks to be eliminated that are not present at lower resolution. The following sections will describe each of these steps and discuss the rationales for the choices of conditions and parameters in optimizing the results.

Data Collection

In our experiments for the T. cruzi project, we made use of the FEI Falcon 2 camera installed on the Titan Krios microscope (FEI, Eindhoven) with a Cs corrector and EPU software for imaging our sample, in preference to an FEI Tecani F30 Polara microscope equipped with a K2 Summit (Gatan, Pleasanton) available in house. The whole dataset was collected in a single pass of five consecutive days, yielding about 11,000 micrographs with a speed of about 100 micrographs per hour. Thus, high throughput of imaging allowed collection of a big dataset with sufficient numbers of particles for high-resolution reconstruction, even covering different states of the ribosome.

The electron microscope

For high-resolution single-particle cryo-EM, transmission electron microscopes operating at 300 kV acceleration voltage show better performance over 200 kV voltage as the use of higher acceleration voltage guarantees larger depth of field, extends the contrast transfer function (CTF) into a higher resolution range, and improves sample penetration depth. Even before the advent of DDD cameras, most, if not all, of the published cryo-EM works achieving resolution beyond 4 Å were done on 300-kV microscopes on icosahedral viruses. Three widely used 300-kV microscopes are JEM-3200 FSC (JEOL, Tokyo, Japan), FEI Tecani F30 “Polara” and FEI Titan Krios (both FEI, Eindhoven, The Netherlands).

With the collimating C3 condenser lens, which ensures illumination with a highly coherent beam, and a convenient sample auto-loading system, the Titan Krios, the instrument of our choice, currently generates most of the high-resolution structures with resolutions beyond 3.5 Å. For our experiments, we had the choice between two differently equipped Titan Krios microscopes. We chose the one with a spherical aberration (Cs) corrector since Cs correction minimizes geometrical distortions due to coma. Use of the corrector removes the effect of beam tilt, which is thought to be one of the main limitations preventing achievement of high resolution beyond 3 Å.

Choice of camera

After the advent of DDD cameras, films and CCD cameras are now rarely used for high-resolution imaging. Currently, three commercially available DDD cameras have demonstrated good performance for high resolution, each with its own advantages and disadvantages. For example, the camera made by DE (Direct Electron, San Diego) provides a larger field of view than both the FEI Falcon (FEI, Eindhoven) and K2 Summit (Gatan, Pleasanton) cameras. The K2 Summit camera has shown particularly good performance for small molecules since it is able to record single incoming electrons in a sub-pixel, “super-resolution” counting mode. We chose to use the Falcon 2 camera in spite of the K2 Summit cameras being available on the same microscope, because it takes a shorter exposure time than the typical counting camera K2 and still has good performance, as proven by its precursor Falcon 1, which achieved high resolution to 3.6 Å and even to 2.9 Å for 70S ribosomes. With shorter exposure time, within a fixed session, this camera generates more data (i.e., more particles), which is a significant factor in obtaining high resolution by single-particle cryo-EM.

Software for data acquisition

A set of software packages have been developed to control CCD cameras and microscopes for fully automated data acquisition. These packages include AutoEM, JADAS, Leginon and SerialEM. Some of these continue to serve data acquisition on new generation cameras such as SerialEM and Leginon. New algorithms developed either by academic labs, such as UCSFImage, or by commercial companies, such as EPU (FEI), have been recently added to this list for
single-particle data collection. Considering the compatibility of the software with the electron microscope and cameras, we chose EPU, a dedicated program for single-particle data collection closely modeled after the Legi-non system\(^{16}\) by FEI, as the data acquisition software.

**Imaging conditions**

Magnification directly defines the pixel size of the object on the recording device. According to the Nyquist–Shannon theorem, the highest resolution (in terms of smallest resolved distance) achievable by a recording medium is twice the sampling distance (Nyquist limit). For direct electron detectors possessing high DQE, the resolution of the signal extracted can reach 2.5 times pixel size or even closer to the Nyquist limit. For resolutions in the range of 3–4 Å, pixel sizes in the range of 1.3–1.7 Å/pixel have been previously used.\(^{15,23–25}\) In our data collection, with the aim to obtain resolutions beyond 3 Å, we used a high-magnification setting (after calibration 133,970 X on the Falcon 2 camera), yielding a pixel size of 1.045 Å/pixel, which corresponds to a Nyquist limit of 2.09 Å. The choice of such high magnification inevitably reduces field size and hence the number of particles captured per micrograph; to compensate for this effect, we adopted the strategy of collecting multiple exposures per hole, setting four exposure targets in each hole. In this way, the throughput was increased compared with the conventional strategy of one exposure per hole. Also for highest throughput, the total exposure time was set to 1 second, similar to that used in films and shorter than used with K2 Summit camera in counting mode. Sixteen frames per movie were collected, with a total dose of 32 e/Å\(^2\). The overview of the grid, typical hole views and one micrograph of this dataset is shown in Figure 1.

**Image Processing**

**Overview**

The complete image processing workflow for single-particle cryo-EM usually contains particle selection, determination of the parameters of the CTF, determination of angles and positions (3D projection matching), 3D classification, and 3D reconstruction. Since the advent of the first-single particle analysis software package—SPIDER\(^{26}\) in the early 80s—a number of software packages have been developed, including IMAGIC,\(^{27}\) EMAN,\(^{28}\) XMIPP,\(^{29}\) BSOFT,\(^{30}\) SPARX,\(^{31}\) Frealign,\(^{32}\) and RELION\(^{33}\) (For an exhaustive review, see https://en.wikibooks.org/wiki/Software_Tools_For_Molecular_Microscopy). Furthermore, two entire software platforms have been developed from which individual packages can be accessed interactively: Appion\(^{34}\) and Scipion.\(^{35}\) Even though most popular packages provide standard and common pipelines to complete processing, each project may in fact require different strategies, depending on the properties of the sample. In the image processing of our T. cruzi ribosome dataset, multiple available packages such as SPIDER, EMAN, RELION, and so forth, have been utilized, as will be detailed below. In giving an overview, we distinguish two sections, pre-processing conducted on a single desktop, and processing on a computer cluster (Fig. 2).

**Pre-processing**

**Movie processing.** A raw movie output from the electron microscope comprises multiple exposures (frames) of a single region of the sample grid. It can be recorded either in integrating mode by current versions of DE and Falcon or in counting mode by the K2 Summit camera. Whatever nature of the movies, they are amenable for correction of drift induced either by interacting electrons or by motions of the specimen stage. At present, the available drift correction algorithms include motioncorr (dosefgpu_driftcorr)\(^7\) and its successor motioncorr2, alignframes_lmbfgs and alignparts_lmbfgs,\(^{36}\) the optical Flow method in Xmipp,\(^{37}\) Unblur,\(^{38}\) and the particle polishing procedure in RELION.\(^{39}\) The micrographs or particles resulting from movie processing are subject to the traditional image processing pipeline.
The principle of these movie processing algorithms is that they first calculate the movements between the frames, compensate the offsets and sum over the shifted frames to yield the drift-corrected dataset. Drift calculation and image summing may be done at different levels of the image: whole frame, sub-frame, and particle. Motioncorr, the first popular movie processing software, relies on pair-wise cross-correlations to calculate translations at the whole-frame level. The programs alignframes_lmbfgs and alignparts_lmbfgs align either whole movie frames or individual particles, respectively. The Optical Flow approach estimates translations of frames or individual particles based on the representation of local motion by a vector field. Unblur uses cross-correlation iteratively to align each individual frame to an average of frames that do not include the frame being aligned. Particle polishing is an approach that corrects for particle movement using the 2D projections of a 3D reference map to align individual particles and thereby refine their positions.

In the image processing for the *T. cruzi* ribosome, movie processing was done on movies that were screened visually in advance. In our strategy, we first used motioncorr1 initially for averaging all frames of each micrograph and then ran the complete image processing workflow as outlined in Figure 2. At a later stage, described further below, the movie processing was revisited with different frame averaging combinations as it is known that earlier frames have more drift and later frames experience more radiation damage.

**CTF-fitting.** Bright-field images obtained in the transmission electron microscope (TEM) are affected by the phase contrast transfer function (CTF). More specifically, the Fourier transform of the image is modulated in amplitude and flipped in phase in a spatial frequency-dependent manner. This distorting effect can be corrected by restoring the actual Fourier amplitudes and phases for each micrograph. Among the parameters (defocus, B-factor, astigmatism, etc.), the defocus value is the only one that can be controlled in the experiment, but its actual value always differs from the nominal one for several reasons, including precise sample height. As the most critical parameter to be determined, the defocus is estimated by fitting of a simulated power spectrum to the power spectrum of the electron micrograph. The fitting is facilitated by the characteristic signature of the CTF visible in the Fourier transform of the micrograph, known as Thon rings. The power spectrum is usually calculated by averaging absolute-squared Fourier transforms of boxed particles or of selected sub-regions of a micrograph.

To precisely determine defocus values, we used two methods, CTFFIND3, which uses the average of power spectra from boxed regions of the micrograph, and CTFIT2, which instead uses the average of power spectra of selected particles. The values obtained from both methods were cross-validated. Only micrographs with matching defocus values (i.e., with a difference smaller than 50 nm) were kept for subsequent processing, while the remaining micrographs were subjected to visual verification and manual CTF fitting.
Only those with well-fitting CTF curves were returned to the processing workflow while the rest were discarded.

**Data screening.** Automatic imaging brings with it convenience in data collection but also an increase in the amount of contaminated or suboptimal data in the output dataset. Inevitably such a dataset requires more careful screening compared with data collected manually. Altogether we used four different strategies to screen the data at different steps in the workflow of image processing.

First, micrographs were examined visually to remove those with contamination by pieces of ice and ethane and those exposed to the shifted beam, before movie processing and particle picking. Second, micrographs with too few particles or showing areas of thick ice were excluded in a semi-auto particle selection step using e2boxer.py. Third, power spectra of micrographs generated for CTF determination after movie processing were examined to exclude those with uncorrected drift and astigmatism. Fourth, as already noted above, inconsistencies among defocus values calculated by different CTF algorithms were used to reject some micrographs. In this manner, we ensured that only high-quality micrographs proceeded to the image processing.

**Processing**

The processing step usually comprises 2D image alignment, 3D classification and reconstruction from hundreds of thousands to millions particle images, which requires a substantial amount of computational resources in terms of CPU time and memory. In our case, after pre-screening, we set out with a total number of 700 k particles. This section in our work is divided into three successive steps performed on the 4× binned, 2× binned and 1× binned (i.e., un-binned) dataset, respectively (Fig. 3).

**Initial reference.** To determine view angles and positions of the selected particles, an initial 3D low-resolution reference is routinely used. From this reference a set of projections is generated for comparison with the raw (i.e., unprocessed) particles, and the angles and positions from the best matching projections are assigned to the particle. These initial parameters are further iteratively refined by comparing each particle with projections of the map reconstructed from the previous iteration, and so forth. Since strong low-pass filtration is used to mitigate the effect of reference bias, the choice of initial reference is not critical; it may be derived from the cryo-EM map of a loosely related structure, or from coordinates of a related structure deposited in the PDB database (http://www.rcsb.org/). In processing our *T. cruzi* dataset, we used a previously reconstructed cryo-EM 70S ribosome structure filtered to 60 Å as the initial reference. The fact that our reconstruction displays no similarity to the 70S ribosome in its high-resolution features indicates absence of reference bias.

**Classifications on binned datasets.** Because of the large degree of heterogeneity in single-particle cryo-EM data, classification is a hierarchical, multi-stage procedure that requires careful consideration. It is a step that is difficult to automate, in part because strategic decisions that are dependent on the outcome at every level must be made in the process. Since the sorting progresses from coarse to fine details, it can be done on binned versions of the data first, to save time. In our case, we chose two stages of binning, 4× and 2×, before proceeding to the processing of un-binned data. The entire workflow of classification at these three stages is schematically displayed in Figure 3.

On the 4× binned dataset, an initial step of 2D classification was used to eliminate impurities and “bad” particles in large part. This was followed by 3D RELION-based classification run in a hierarchical way. The first round aimed at further cleaning the dataset resulting from screening by 2D classification, and obtain an inventory of existing conformations and compositions in the dataset, with K = 10 chosen as number of classes. As the sample had been obtained by purification from a cell extract without further intervention, it was uncertain at this stage which, if any, work cycle state of the ribosome would dominate, and could therefore be singled out in the subsequent image processing for high-resolution structure determination.

For the second round of classification, all ribosome-like particles (400 k) were pooled, and the number of classes was chosen to be higher (K = 7) than the number of ribosome-like classes (K = 10) revealed in the first-round classification. In this round, various states of the ribosome could be recognized, including whole ribosomes with/without bound components (tRNAs, eEF2), in rotated and un-rotated configurations, and the two disassociated subunits. Two sizable classes of ribosomes without P-site tRNA and GTPase factors were found, showing occupation by E-site tRNA as the only difference.

The third-round classification was applied to various sub-groups, which were pooled based on similarity in the second-round classification. The idea was that in this way, possible new classes of conformations not sorted out in the previous round of classification could be established, or, alternatively, the previous classification could be confirmed.

On the 2× binned data, refinement and reconstruction (Auto-refine in RELION) was first performed on the two 80S classes with most particles obtained in the third- and last-round classification of the 4× binned data. In one (87 k particles) the ribosome
contained the E-site tRNA; in the other (161 k particles) it was empty. The resulting reconstructed maps were then taken as references for 3D classification, this time using a finer local angular and translational search, of the same particles subset which generated this reconstruction. Here the rationale was that in this way, any deviant particles might be relegated to a less populated class and a more homogeneous subset would be obtained. This strategy worked: the two classes were whittled down to 79 k and 156 k, respectively.

Refinement and reconstruction of unbinned data. At this stage of the analysis, following a strategy that is now routine, auto-refine in RELION may be used to generate a final 3D reconstruction from a homogeneous subpopulation of particles. However, there are many cases where a tailored, individual strategy is required to handle difficulties during imaging processing. Such difficulties arise when the structure in parts of the molecule is stable and reproducible, but flexible in other parts, and can be solved by application of a mask on the 3D map to single out regions of interest for further classification or refinement ("focused classification" or "focused reconstruction," respectively). In our case, the residual heterogeneity of the small subunit in the 80S ribosome classes compromised the resolution that could be obtained for the large subunit. Application of Auto-refine on the two fixed subpopulations produced

Figure 3. The entire workflow of the classification and reconstruction for T. cruzi data set. R, ribosome-like class including both 80S and 60S; bad, bad class; 80S, class of empty 80S ribosomes; 80S-E, class of 80S ribosomes with E-site tRNA; 60S, class of 60S subunits.
maps of the 80S ribosome with the overall resolutions of 3.1 Å and 3.2 Å, respectively.

At the next stage we made the decision to focus on the large subunit only in the subsequent refinement. We went back to the entire pool of 345 k particles identified as 80S and 60S in the second round of the classification of 4× binned data, and used the 3.1 Å 80S reconstruction with mask passing the 60S subunit as reference in a focused classification of this pooled dataset, yielding 2.9 Å resolution. Next, to obtain a refined reconstruction at highest resolution, the reconstruction for the pooled subset was made to revisit the particles extracted from micrographs generated for different choices frame averaging. We tried the following combinations: 2–10, 3–10, 4–10, 2–11, 3–11, and 4–11, and obtained the best result (2.5 Å) with frames 3–10.

### Resolution Estimation and Modeling

**Resolution estimation**

In X-ray or electron crystallography, the extent of the diffraction pattern (i.e., the radius in reciprocal space up to which diffraction peaks are detected) is an indicator of resolution. No equivalent criterion exists that would indicate the resolution of signal contained in the raw data for the single-particle cryo-EM method. Instead, resolution is estimated based on reproducibility of the reconstruction from independent datasets. The Fourier shell correlation (FSC) between the reconstructions of two half-sets that have been refined independently eliminates in large part the bias from over-fitted noise. When independence is thus ensured, the spatial frequency at the cutoff of FSC = 0.143 is regarded as a measure of resolution.44

In the use of FSC to estimate resolution from two maps, a mask is applied to the two maps before calculation of the FSC. Purpose of the mask is to screen off irreproducible peripheral density and noise45 that, if admitted, would lead to underestimation of resolution. In our case, flexible expansion segments (ES) and some extended proteins in the periphery needed to be masked off for a realistic resolution estimation of the reconstruction. We used a RELION-tailored mask choosing a threshold such that well-ordered regions of the ribosome were included, with a smooth 3-pixel wide edge falloff. Specifically, our mask excludes the L1 and P stalk proteins, as well as some long ribosomal RNA expansion segments (Fig. 4).

![Figure 4](image)

**Figure 4.** Masks for resolution estimation of T. cruzi cryo-EM reconstruction. (A) A mask including all the components of the 60S subunit and some residual density from the small subunit. (B) A mask used in focus refinement, encompassing only the 60S subunit. (C) The mask used for resolution estimation, eliminating flexible components such as the P stalk.

![Figure 5](image)

**Figure 5.** Protein eL31 after sharpening with different negative B factors. (A) B = –30 Å². (B) B = –75 Å². The missing density on the left helix of eL31 is caused by sharpening with a larger B factor, –75 Å². The display of the figures is set at 3 × σ.
In addition to the fixed number provided by the FSC method, local resolution estimation is quite informative since the definition of features varies substantially across the map. In our work, we estimated local resolution of our large subunit map using the software Resmap, and found it to range from 2.3 Å in the core region to 4.5 Å in the periphery (Fig. 6).

**Modeling**

Typically, the cryo-EM map of a macromolecular complex is a chimera composed of regions with highly variable resolution, and a single overall resolution figure cannot do justice to this situation. Therefore, unlike X-ray crystallography where model-building and refinement strategies are chosen on the basis of the overall resolution, cryo-EM often requires multi-map modeling and refinement. In the case of the *T. cruzi* ribosome structure, such a multi-map modeling strategy was also used (Fig. 5). Three density maps were generated by sharpening the initial map with negative B-factors of $-30 \text{ Å}^2$, $-50 \text{ Å}^2$, and $-75 \text{ Å}^2$. The resulting maps were combined, taking advantage of the fact that they complemented one another in connectivity and definition of high-resolution features. Before being loaded into the Coot modeling software, the maps (originally 400 × 400 × 400) were cropped to a size (230 × 230 × 230, with the spacing at 1.045 Å/voxel) just large enough to contain the whole large subunit, so as to keep within the bounds of the computer memory.

The high-resolution features of the density map and the sequence information of the *T. cruzi* ribosome allowed us to register the rRNA and protein residues with well-ordered blocks of density (Fig. 6B,C). In most of the density regions (approximately...
interestingly, some residue densities reveal inconsistencies with the residues from the previously studied yeast and T. brucei ribosomes. First the crystal structure of the yeast large ribosomal subunit (PDB: 4V8S) and the structure of T. brucei large ribosomal subunit (PDB: 4V8M) were fitted into the density map as a rigid bodies using UCSF Chimera. The conserved regions matched the density map well after real space refinement. Regions of rRNA conserved between T. cruzi and yeast were used as starting points, followed by extensive manual building using Coot. In the non-conserved rRNA regions, which account for more than half of the rRNA of the large subunit, the distinguishable side chain features for the bases, application of the base-pairing principle, and the sequence information of the T. cruzi strain used allowed us to register each of the well-resolved bases. The rRNA sequences were obtained from TriTrypDB Kinetoplastid Genomics Resource (http://tritypdb.org/tritypdb/). For the modeling of the non-conserved regions of proteins, the polypeptide chains in T. brucei were mutated to match their sequences in T. cruzi taken from the National Center for Biotechnology Information (NCBI) protein databases (http://www.ncbi.nlm.nih.gov). On account of the fact that the fitted PDB of T. brucei was derived from a 5.5-Å cryo-EM map (EMD-2239), some assignments of amino acid residues were found to be offset and inaccurate. In our density map, the high-resolution features of the residue side-chain density map allowed us to correct these assignments and also extend the peptide chains for the non-conserved regions of proteins. Interestingly, some residue densities reveal inconsistencies with the residues from the T. cruzi sequence in the database, a reflection of natural mutations. For example, in our structure, residue 64 in protein eL37 is a Cys in the sequence of the database, but clearly a Met based on the density. The resultant atomic model of the large ribosomal subunit was subjected to real-space refinement using PHENIX against the map generated by sharpening with the negative B factor of −50 Å².

Perspective

The foregoing outline of methods and choices of processing paths that we used in the determination of T. cruzi ribosome structure will make it clear that even with a given high-quality dataset, achievement of highest resolution by single-particle cryo-EM is far from routine; that it requires a good knowledge of the principles underlying data processing and a good deal of intuition. Heterogeneity is a particularly vexing problem that often requires trial and error approaches that rarely make it into the formal Methods descriptions of scientific articles.

The last three years have witnessed spectacular achievements of biological macromolecules structure determination by single-particle cryo-EM. Among novel biological insights that have been gained are the mechanism of transcription initiation and the activation and gating of the calcium release channel, which are refractory to structure characterization by traditional methods. Certain samples, such as ribosomes and viruses, are now rarely pursued using X-ray crystallography as cryo-EM needs fewer samples and works with higher efficiency. Even more promise lies in the near future since sample preparation, instrumentation, and computer software are all under development by the cryo-EM community. In the study of ribosomes, usage of high magnification with finer pixel size, electron counting cameras, and anisotropic scale correction in image processing might further enhance the resolution to beyond 2 Å, which has already been realized on a small molecule.
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